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Abstract

A 3-D full Navier-Stokes simulation of a large scale com-
puting facility at NASA Ames Research center was carried out
to assess the adequacy of the existing air handling and condi-
tioning system. The flow simulation of this modern facility was
modeled with a viscous, compressible flow solver code OVER-
FLOW-2 with low Mach number pre-conditioning. A script
was created to automate geometry modeling, grid generation,
and flow solver input preparation. A new set of air-condition-
ing boundary conditions was developed and added to the flow
solver. Detailed flow visualization was performed to show tem-
perature distribution, air-flow streamlines and velocities in the
computer room.

Introduction

NASA recently assembled one of the world’s fastest opera-
tional supercomputers to meet the agency’s new high perfor-
mance computing needs. This large-scale system, named
Columbia, consists of 20 interconnected SGI Altix 512-proces-
sor systems, for a total of 10,240 Intel Itanium-2 processors.
High-fidelity computational fluid dynamics (CFD) simulations
were performed for the air flow in the NASA Advanced Super-
computing (NAS) computer room at NASA Ames Research
Center. The purpose of the simulations was to assess the ade-
quacy of the existing air handling and conditioning system and
make recommendations for changes in the design of the system
if needed.

Appropriate cooling system design for such a large facility
is very important as the equipment dissipates a significant
amount of heat. There are only a handful of publications avail-
able that utilize CFD methodology to enhance the design phase
of the air-conditioning system. Most important among them is
a recent study by Schmidt et. al (2001) which uses a 2D model
with depth averaging continuity and momentum equations.

Their study combined experimental work and numerical mod-
eling. Other CFD studies with limited scope and applications
are discussed in the above mentioned reference.

The present simulation solves the full 3-D Navier-Stokes
equations for the room with all major components including
their detailed geometric complexity. The simulations were per-
formed with NASA’s OVERFLOW-2 CFD code (Buning et. al
2003, 2004) which utilizes overset structured grids to model
the various pieces of hardware present in the room. The geom-
etry modeling and grid generation were handled by the NASA
Ames software package Chimera Grid Tools (CGT) (Chan
2002, 2004). A new set of boundary conditions was developed
and added to the flow solver for modeling the room’s air-condi-
tioning and equipment cooling systems. Boundary condition
parameters for the flow solver are based on the cooler design
flow rate (CFM) and some reasonable assumptions of flow and
heat transfer data for the floor and central processing units
(CPU).

The NAS facility’s main computer room contains a subfloor
below the main floor. Several International Standard Unit
(ISU) coolers located along the room walls supply cool air to
the subfloor from which the cool air is drawn into the main
computer room through perforated floor tiles strategically
placed along CPU racks. Different cooling tile perforations
influence the amount of airflow into the main floor. The mass
flow distribution of these cooling floor tiles requires a coupled
simulation of the flow for both the main computer room and
the subfloor. Due to the urgency of finishing the simulations in
a short time, a full 3-D simulation was not performed for the
subfloor. However, a quick 2-D simulation with OVERFLOW-
2 of an isolated cross-section of the subfloor was performed to
assess the mass flow distribution between the ISU coolers and
perforated tiles. From this study it was concluded that it is rea-
sonable to assume that the flow rate is evenly distributed
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among all the perforated floor tiles. The work by Schmidt et. al
(2001) came to a similar conclusion.

The compute nodes (see Fig.1) are grouped in pairs of
racks with an aisle in the middle. High-speed connection
cables connect the racks with overhead cable trays. The cool
air from the cooling units is pumped into the sub-floor. The
CPU cooling fans draw cool air from the subfloor through the
perforated floor tiles, which run along the outside length of
each rack, and eject warm air into the center isle between the
pair of racks. This outside length along the rack will be
referred to as the ‘cool side’ and the center-isle side along the
length of the rack will be called the ‘warm side’ for the remain-
der of this paper. The warm air is eventually drawn into the
coolers located along the walls of the room. These coolers are
not evenly distributed along the room walls.

One major concern is that the hot air ejected into the middle
isle might recirculate back into the cool side of the rack and
cause thermal short-cycling, which can result in inadequate
CPU cooling. Another related problem similar to CPU-rack
short cycling is a cooler induced short cycling. There are two
air intake openings for the ISU-coolers, one on the top of the
ISU, and a second on the front of the ISU. Some of these ISU
coolers are very close and run parallel to some CPU racks in
the NAS computer room. It is possible that the front intake of
an ISU may ingest some of the cool air from the perforated
floor tiles, thus restricting the cool-air supply to the CPU racks.
One remedy for this type of short cycling is to close up the
front ISU air intake and increase the area of the top ISU intake
by making a diverter-like extension. This proposed cooler
intake modification was also modeled to assess if it provided
better CPU airflow characteristics.

The simulations analyzed and addressed the following
important elements of the computer room:

1) High-temperature build-up in certain regions of the
room;

2) Areas of low air circulation in the room;
3) Potential short-cycling of the computer rack cooling sys-

tem.
Detailed flow visualization is performed to show tempera-

ture distribution, air-flow streamlines and velocities in the com-
puter room.

Geometric Modeling, Grid Generation, and Flowsolver
Preprocessing

The computer room at the NAS facility is quite large as it
accommodates 10,240 processors. The current simulation
models an L-shaped partition of the room which contains about
60% of the processors and all the mass storage units. Besides
the CPU racks, there are various other components like Power
Device Units (PDU), cable trays, and a part of the NAS com-
puter control room. These various components are shown in
Fig. 1. The ISU coolers are located along all sides of the room
walls.

A script was developed based on the script library proce-
dures from the Chimera Grid Tools software package to auto-
mate the geometry modeling, grid generation and flow solver
input preparation processes. This script automatically creates

the geometry, and structured overset viscous surface and vol-
ume grids for all the main components in the computer room.
Features model include the CPU racks, disk racks, overhead
cable trays, power units, cooler units, control room, and mass
storage system. The dimensions and locations of these compo-
nents, as well as the grid spacings and stretching ratios of the
grids, are parameterized in the script. With any parameter
change, a new grid system can be regenerated in just a few
minutes on a desktop computer.

Figure 1. Room Geometry and Boundary Surfaces.

For flow solver pre-processing, the script generates the hole
cutting instructions for inter-grid connectivity (Meakin 2001),
and the input file for the OVERFLOW-2 flow solver which
includes all the boundary conditions. The boundary condition
types (viscous wall, air intake or exit) and where they are
applied are also parameterized in the script. With the high level
macros available in the CGT script library, the entire script was
developed in about 1 to 2 man weeks, with a basic version
completed in just 3 man days.

Governing Equations

The governing equations in the OVERFLOW-2 code are
the full 3-D Navier-Stokes equations in conservative form for
the solution of compressible viscous flows. They are written as

(1)

where is the state vector,
are the invisicid fluxes and is the viscous oper-

ator. Since the flow inside such a facility is of very low speed,
low Mach number pre-conditioning is utilized in the OVER-
FLOW-2 computation for improved stability and accuracy of
the numerical model. Details of this pre-conditioner and other
related topics about the algorithm can be found in Pandya et. al
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(2003) and Buning et. al (2003). The Spalart-Allmaras (1992)
turbulence model is used in these computations.

Boundary Conditions

In order to properly prescribe the boundary conditions for
such a facility with a subfloor underneath the main floor, one
needs to simulate the subfloor and the main floor together. The
subfloor’s air distribution decides how much air will be sup-
plied through the different floor tiles. The subfloor has many
components such as pipe lines and cable trays that can produce
blockage. Also, the cooling units are located in a non-uniform
manner along all the surrounding walls of the room, and they
deliver air to the subfloor where air streams can merge coming
from the different ISUs. Moreover, the tile openings to the
main room have different perforations along its length. How-
ever, for the present study, in order to avoid additional com-
plexity and longer setup time, boundary condition parameters
for the flow solver are based on uniform floor tile and cooler
CFM (flow rate) ratings and some reasonable assumptions of
flow and heat transfer data for the floor and CPUs. These
boundary conditions were developed based on our initial expe-
rience with the problem and is focused on an internal main
room flow with many obstacles as well as open spaces. The
boundary conditions for the various components are given
below:
Inflow Boundaries:

Floor tile:
Normal component of velocity is specified based on CFM.
All the other velocity components are set to 0.
Density  is extrapolated.
Temperature  is specified based on cooler settings.

CPU Racks ‘Warm side’:
Normal component of velocity is specified from the fan
flow rate.
All the other velocity components are set to 0.
Pressure  is extrapolated.
Constant temperature is specified based on the CPU fan
heat transfer rating.

Outflow Boundaries:
Cooling (ISU) unit face:
Normal component of velocity is specified based on CFM
rating.
All the other velocity components are extrapolated.
Pressure  and density , are extrapolated

CPU Racks ‘Cool side’:
Normal component of velocity is specified from the fan
flow rate.
All the other velocity components are extrapolated.
Density , and Pressure  are extrapolated

In addition to the CPU racks, there is also a single data rack
in between two of the CPU rack pairs as shown in Figure 1.
This disk rack’s boundary condition is similar to the CPU rack
with a different fan heat transfer rating.

The surfaces where boundary conditions were applied are
shown in Figure 1. All other room components such as room,
floor, walls, ceiling, power units, cable trays above the racks,
and mass storage units have the usual no-slip adiabatic bound-
ary conditions.

Results

These steady-state Navier-Stokes simulations were carried
out with a grid size of approximately 12 million grid points.
The qualitative results are presented in the form of extensive
flow visualization showing room temperature distribution, flow
stream line paths and air velocities, and the potential for short
cycling of the CPU racks. There were no detailed experimental
data to validate the computations. In fact, the grid generation
and flow simulation processes were completed in 6 weeks, to
help the CPU installation deadline. However, spot checks of
the temperature regions of high and low speed flow in the NAS
facility after the CPU installation showed trends that closely
agreed with the simulation. The surface temperature distribu-
tion is shown in Figure 2.

Figure 2. Room surface temperature.

Figure 3. Air speed and flow streamlines at a height
of 8.5 ft. from the floor.
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The warmest spot observed in the room is on the warm side
of the disk rack and a very small distance up from the floor sur-
face. This is probably due to fact that the floor boundary was
specified as a adiabatic floor rather than an isothermal surface.
This will be investigated in a future study. Figure 3 shows the
room air-speed distribution along with the streamlines at a
height of 8.5 ft. above the room floor and close to the ceiling
which is at a height of 12ft. The particles were released from
various locations, specifically from the middle isle of the dif-
ferent racks. This identifies areas of low and high speed flows.
Low speed regions are located at several spots in the room

where ISU coolers are sparingly distributed, and high speed
recirculated air is found near the ISU coolers. These locations
of high and low speed regions vary due to the non-uniform dis-
tribution of the ISU coolers (see Fig. 1). Figure 4 shows similar
flow streamlines with the temperature distribution. Particles
were released from the hot rack surfaces. Small vortices are
observed above the rack and near the cable trays. A closer
inspection of the particles show a slight short cycling of the
streamlines from the warm side to the cool side. In addition to
the high temperature near the disk racks, the end around part of
the CPU racks are slightly warmer as indicated.

Figure 4. Temperature/flow streamlines showing short cycling and vortices.
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Figure 5. Temperature and velocity vectors at a section of 18 ft. from the control room wall.
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Figure 6. Temperature and velocity vectors at a sec-
tion of 18 ft. from the control room wall.

Figure 5 shows the temperature distribution at a section of
18 ft. from the control room (See Fig.1). The close-up view
around the middle of the room shown by the black rectangular
outline in Fig. 5 is shown in Fig. 6. Almost uniform tempera-
ture distribution is shown in the middle of isle. Figure 7 shows
a similar section at a distance of approximately 25ft. from the
control room. The detail view shows the flow blockage due to
the cable trays, and the down draft on the ‘cool side’ showing a
slight short cycling.
.

Figure 7. Temperature and velocity vectors at a sec-
tion of 25ft from the control room wall.

Figure 8 represents the temperature distribution along a
length of the room about 32 ft. from the control room wall and
about 3 ft. above the floor. The discontinuity in the temperature
plot is due to the presence of the CPU racks. It shows the
‘warm side’ and ‘cool side’ of the different racks. The geomet-
ric orientation of the different racks are depicted at the bottom
of the plot (see also Fig. 1). The hot recirculated air returning
to the ISU coolers are shown near the ends of the figure. The
temperature distribution at the same section but just above the
cable trays and at a height of 7ft. is shown in Fig. 9. At this
height, there is a rapid change in temperature between the cool
and warm side. Most of this temperature field is elevated, vary-
ing between 65-75 degrees Fahrenheit.

Figure 8. Temperature at a section of 32ft. from the
control room wall and at a height of 3 ft.

Figure 9. Temperature at a section of 32ft. from the
control room wall and at a height of 7 ft.

Figures 10 and 11 show flow visualization of the cooler
intake streamlines for the coolers located adjacent to and along
the CPU racks (see Fig 1). Fig. 10 shows the streamlines pat-
terns for the existing coolers with both front and top air intakes,
while Fig. 11 shows the streamline patterns for the modified
coolers with a closed front but enlarged top. The qualitative
observation from the flow visualization of the streamline pat-
terns shows about 5% more streamlines are injested into the
CPU fan cooler inlet with the modified ISU cooler.

Conclusions and Future Work

The Navier-Stokes equations have been used to model the
temperature and velocity fields within the NAS computer room
for the Columbia installation. The geometric model for this
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complex room is scripted so that the various components can
be moved around easily and the grids generated in an auto-
mated manner.

Figure 10. Streamlines from the floor tiles to the
nearby existing ISU cooler. Air intake from front and
top.

Figure 11. Streamlines from the floor tiles to the
nearby proposed modified ISU cooler. Air intake from
top only.

The set of boundary conditions used in this simulation
appears to work reasonably well. Future simulations will
include the subfloor for a more complete analysis. A small
amount of short cycling in the CPU rack cooling systems was
observed with the current ISU configuration and flow rates.
Temperatures were found to be elevated just above the CPU
racks, varying between 65-75 degrees Fahrenheit. Modified
coolers were modeled and simulated to help assess their effects
on nearby CPU fan intakes of cool air. Qualitative flow visual-
ization showed that this ISU modification provided about 5%

more cool-air streamlines being ingested by the nearby CPU
fan intakes, thus provides better cooling of the CPU racks. A
greater improvement might occur when there is more short
cycling present, e.g., lower ISU flow rate or ISU failures. Large
updrafts on either side of the cable trays and some vortices
were observed above some of the racks. Regions of slow air
speeds were identified but they did not appear to significantly
impact CPU cooling. Some strategically placed ceiling vents or
small fans may be able to increase the flow speed, thus improv-
ing the cooling and eliminate short cycling. This will be inves-
tigated at a future time together with validation of the
simulation by comparison with on-site measured data. Failure
analysis of one or more ISU coolers and their effects on the
overall cooling system will also be explored.
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